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ABSTRACT
SQL injection (SQLi) attacks continue to severely threaten applica-
tion security, allowing malicious actors to exploit web input and
manipulate an application’s database with malicious SQL code. This
work explores the possibility of building effective SQLi detectors
through machine learning. Specifically, we investigate the impact
of contextualized and non-contextualized embedding methods for
converting SQL queries into vector space. Our results demonstrate
the superiority of the contextualized embedding method, achieving
consistent accuracy above 99% across various classification algo-
rithms and reducing model training time by 31 times. In addition,
the analysis of reliability diagrams indicates that contextualized
embeddings provide better model calibrations. These findings un-
derscore the significance of contextualized word embeddings in
enhancing the performance and reliability of SQLi detection models.

CCS CONCEPTS
• Security and privacy; • Information systems; • Comput-
ing methodologies → Natural language processing; Machine
learning;
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1 INTRODUCTION
The prevalence of SQL injection (SQLi) attacks continues to pose
a significant threat to application security. These attacks allow
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Figure 1: Illustration of Using Machine Learning Model to
Prevent SQLi Attacks

malicious actors to manipulate an application’s database by insert-
ing malicious SQL code through web input, leading to potentially
devastating consequences. From unauthorized data access and mod-
ification to compromising backend infrastructure, the impacts of
successful SQLi attacks are far-reaching [8].

Current SQLi detection methods predominantly rely on manu-
ally defined features, but their ability to handle the ever-evolving
range of real-world attacks remains a concern [14, 25, 31]. Machine
learning (ML) approaches, such as neural networks (NNs), learn
task specific features directly from extensive training data offering
potential advantages over conventional hand-crafted features in
terms of robustness and precision [12, 20, 34, 39]. As a result, ML
models show promise as effective tools for SQLi detection, such
as [21, 28].

The conceptual framework of employing ML models to combat
SQLi attacks involves passing user input through a pre-trained ML
model to detect the presence of malicious code, and only inputs
deemed safe are subsequently forwarded to the web API server
(Figure 1). However, developing such a model involves carefully
choosing building blocks in two folds. First, since SQL queries are
textual data, which are not understandable by MLmodels as-is, they
need to be converted to numerical vectors throughword embedding.
Then, the vectors are fed into a detection model comprising feature-
learning and decision-making components. There aremany possible
choices for each step. The multitude of choices within each of these
decisions can be overwhelming.
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In this paper, we focus on examining the influence of contex-
tual and non-contextual word embedding methods on the perfor-
mance of variousML-based SQLi detectionmodels, including neural
networks, k-nearest neighbor, random forest, and logistic regres-
sion. Our experimental results reveal that the use of contextual
embedding methods not only enhances the model training effi-
ciency (achieving 31 times or more faster training) but also leads
to a notable improvement in neural network calibration, a critical
aspect often ignored in evaluation [7, 13, 16].

The subsequent sections of this paper introduces the common
building blocks of ML-based SQLi detector and the ones used in
this study (Section 2), a comprehensive evaluation is presented
(Section 3), and conclude with discussions and insights (Section 4).

2 MACHINE LEARNING-BASED SQLI
DETECTOR

Since the SQLi attackers need to inject malicious code into textual
SQL queries, SQLi detection may be modeled as a natural language
binary classification problem, using supervised training approach.
Specifically, each training sample is represented as a two-tuple
{𝑥,𝑦}, with 𝑥 is the textual input and 𝑦 is the label, indicating the
presents of SQL injection. The detection process is represented as:

(𝑦, 𝑝) = ℎ(𝑥𝑣), (1)

where ℎ(·) is a ML model, such as those in Section 2.2, 𝑥𝑣 is the vec-
tor representation of 𝑥 that is generated using a non-contextualized
(Section 2.1.1) or contextualized embedding method (Section 2.1.2) ,
𝑦 is the predicted label, and 𝑝 is the predicted probability. Ideally, 𝑦
is equal to 𝑦 and 𝑝 is the true data distribution (𝑝). A perfectly cali-
brated classification model should present the following property:

P (𝑦 = 𝑦 |𝑝 = 𝑝) = 𝑝,∀𝑝 ∈ [0, 1], (2)

where P(·|·) indicate the conditional probability.

2.1 Word Embedding Methods
The initial step of building a classification model for textual input is
to convert the raw text into vector representations using word em-
bedding. Thesemethods can be broadly categorized into two groups:
non-contextualized embedding and contextualized embedding.

2.1.1 Non-contextualized Embedding. Non-contextualized word
embedding generates fixed vector representations for each word in
the vocabulary without considering the context in which the word
appears in a sentence or document. Popular non-contextualized
embedding methods include Bag-of-Words (BoW), Word2Vec [23],
and more. These methods typically use co-occurrence statistics or
predict words based on their neighboring words in a large corpus
to create word embeddings. As a result, the embeddings remain the
same regardless of the sentence or document they appear in, making
them computationally efficient and straightforward to implement.

In our work, we adopt the Bag-of-Words model as our non-
contextualized method since it is a fundamental technique, which
is widely used in natural language processing (NLP) [11, 33]. In
this approach, text is treated as an unordered collection of words
or n-grams, and the frequency of each word is used to represent
the text. While the BoW model does not capture word order or
contextual information, it remains a popular choice for scenarios

where word frequency and occurrence information suffice for the
task at hand, offering a balance between efficiency and simplicity.

2.1.2 Contextualized Embedding. Contextualized word embedding
methods generate word representations that adapt to the context
in which words appear, resulting in dynamic embeddings sensitive
to surrounding words [4]. This contextualization enables the em-
beddings to capture subtle nuances in word meaning and resolve
ambiguities in polysemous words based on their context.

RoBERTa [41] is one of the prominent and influential models for
NLP contextualized embedding. RoBERTa, short for "A Robustly
Optimized BERT Pretraining Approach," is a variant of BERT [4]
that enhances bidirectional context modeling during pretraining,
utilizing the transformer [32] architecture. A pretrained RoBERTa
model may be finetuned for various tasks without requiring too
much effort [6, 41, 42]. In this study, we use RoBERTa as our con-
textualized embedding method for SQLi detection.

2.2 Machine Learning Models
Given the natural of SQLi being modeled as a binary classification
task, it can be trained using a conventional machine learning model
(Section 2.2.1) or neural network model (Section 2.2.2).

2.2.1 Conventional Machine Learning Model. In this work, we uses
k-nearest neighbor (KNN), logistic regression, and random forest
as conventional machine learning models.

KNN is a simple and effective algorithm used for classification
tasks, based on the principle that similar data points are more likely
to belong to the same class [24]. In our case, for each new textual
input 𝑥 , KNN identifies the𝐾 nearest training samples and classifies
𝑥 based on the majority class among its neighbors. KNN is easy to
implement and interpret, but its performance might be sensitive to
the choice of 𝐾 and the distance metric.

Logistic Regression is a widely used statistical method for binary
classification [36]. It models the relationship between the input
features and the probability of the positive class (SQL injection
present) using a logistic function. The model can be trained using
optimization techniques to find the best parameters that minimize
the logistic loss. Logistic Regression is computationally efficient, in-
terpretable, and can handle both linear and non-linear relationships
between features and the target variable [9].

Random Forest [2] is an ensemble learning method that com-
bines multiple decision trees [37] to make predictions. Each tree
is trained on a random subset of the data with random feature
subsets, and the final prediction is determined by aggregating the
predictions of individual trees. Random Forest is robust against
overfitting, works well with high-dimensional data, and can cap-
ture complex relationships in the data. It is less sensitive to the
choice of hyperparameters compared to single decision trees [1].

2.2.2 Neural Network Model. In recent years, the remarkable suc-
cess of neural networks (NNs) has captured considerable attention
across diverse domains, ranging from medical imaging [19, 22, 38,
43] to astrophysics [15, 18, 45, 46], and roadway safety [17, 29, 40].
Inspired by their impressive capabilities, we also incorporated neu-
ral networks as one of the classification models in our SQL injection
detection work.
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Table 1: Details of the Neural Network Architecture

Layer CountVectorizer RoBERTa
Input 40,933 768

FC1
256 128
ReLU ReLU

Batch Norm Batch Norm

FC2

256 128
Dropout (p=0.2) Dropout (p=0.2)

ReLU ReLU
Batch Norm Batch Norm

FC3 2 2
Parameter Count 10,546,434 115,714

In this study, we designed and trained neural networks for feature
learning and decision making. This process involves passing the
data through multiple layers of interconnected neurons, where each
layer extracts increasingly abstract representations of the input.
For our specific problem, we employed a deep feedforward neu-
ral network, commonly known as a multi-layer perceptron (MLP)
model. The MLP consists of an input layer that takes the textual
input 𝑥 and processes it through hidden layers, ultimately leading
to the output layer that predicts the probability of SQL injection
(𝑦). The choice of the number of hidden layers and the number of
neurons in each layer was guided by experimentation to strike the
right balance between model complexity and generalization. The
specific structures of two NN models used in this study are shown
in Table 1.

To train the neural network, we utilized a supervised learning
approach with labeled training samples {𝑥,𝑦}. During training, the
network learns the optimal weights and biases by minimizing the
binary cross-entropy loss (BCE) [5]:

𝐵𝐶𝐸 = − 1
𝑁

𝑁∑︁
𝑖=1

𝑦𝑖 · 𝑙𝑜𝑔(𝑝𝑖 ) + (1 − 𝑦) · (𝑙𝑜𝑔(1 − 𝑝𝑖 ). (3)

Through rigorous experimentation and performance evaluation,
we compared the neural network’s performance with the other
classification algorithms (K-Nearest Neighbors, Logistic Regression,
and Random Forest). This comprehensive analysis allowed us to
determine which model and embedding method achieved the most
robust and accurate SQL injection detection results.

3 EXPERIMENTS AND RESULTS
3.1 Experiment Setup
This study was conducted using Google Colaboratory with 12GB
of RAM and a Nvidia Tesla T4 GPU with 16GB of memory. The
CountVectorizermethod from the scikit-learn library [3] served
as the BoW embedding method. The RobertaModel, Specifically
roberta-base, from HuggingFace [35] was utilized for contextual-
ized embedding.

The SQL queries were directly fed into CountVectorizer or
roberta-base for the embedding generation. No data prepossess-
ing was performed on the raw SQL queries.

Table 2: The Embedding Space of Different Methods

CountVectorizer RoBERTa
40,933 768

Table 3: Details of the Dataset

Dataset Size 64,335
Positive/Negative Samples 22,763 / 41,572

Vocabulary Size 40,933
Train/Val/Test Split 46,482 / 8,203 / 9,650

The BoW embedding was fitted on the training and validation
sets, resulting in an embedding space of 40,933. For the contextu-
alized embedding, we directly used the HuggingFace pre-trained
weights of RoBERTa, resulting in a feature space of 768 for each
sample (Table 2).

To compare the performance of the two embedding methods,
we trained eight machine learning models using four classifica-
tion algorithms: logistic regression, random forest, k-nearest neigh-
bor, and multi-layer perceptron (neural network). The logistic re-
gression, random forest, and KNN models were directly loaded
from the scikit-learn library and trained on the CPU. In con-
trast, the multi-layer perceptron models were implemented us-
ing the PyTorch library [26] and trained on the GPU. We use the
default parameters for the logistic regression model; we set the
𝑚𝑎𝑥_𝑑𝑒𝑝𝑡ℎ = 5 and 𝑙𝑒𝑎𝑓 _𝑠𝑖𝑧𝑒 = 15 for random forest; and we set
𝑛_𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 = 25 for the KNN model. The setup for the multi-layer
perceptron models is detailed in Table 1.

3.2 Dataset
A SQLi dataset from Kaggle1 is used in this project. The dataset con-
sists of three subsets, totaling 64, 645 samples. After combining the
subsets, we identified and removed 310 samples that lacked proper
labels, resulting a dataset of 64,335 labeled instances with 41, 572
being negative cases and 22, 763 being positive cases (Table 3). We
randomly divided the dataset into training, validation, and test sets,
approximately in a 72 : 13 : 15 ratio.

The dataset consists of 40,933 unique tokens (words). The sam-
ples in the dataset exhibit a wide range of lengths, varying from
1 token to 5,370 tokens, with the majority of samples being less
than 100 tokens in length. Figure 2 depicts the histograms of the
sample length distribution, displaying both the probability density
function (PDF) and cumulative distribution function (CDF).

3.3 Evaluation Metrics
Given the binary classification nature of the task, we evaluate model
performance using accuracy (Acc), F1 score (F1), Precision, and
Recall. The accuracy is calculated with the following:

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 +𝑇𝑁

𝑇𝑃 +𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 , (4)

1https://www.kaggle.com/datasets/syedsaqlainhussain/sql-injection-dataset
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Figure 2: Histograms of the Sample Length Distribution

where TP is the True Positive, TN is the True Negative, FP is the
False Positive, and FN is the False Negative.

The precision is calculated by the following:

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 . (5)

The recall is calculated by the following:

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 . (6)

The F1-score is calculated by the following:

𝐹1 = 2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 · 𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙 . (7)

In addition, we also assess the model’s training efficiency in
seconds and model calibration using reliability diagrams and mean
calibration error.

Reliability diagrams are graphical representations of the cali-
bration quality of a classification model. These diagrams divide
the predicted probabilities into bins and plot the average predicted
probability against the empirical probability (the actual proportion
of positive outcomes) for each bin. An ideal calibration is reflected
by points close to the diagonal line on the diagram [7]. Mean cal-
ibration error is calculated as the difference between the model
accuracy and the predicted mean probability based on Equation 2,
i.e., the mean differences between the bins and the diagonal line
for a diagram.

3.4 SQLi Detection Performance
Table 4 presents the performance of the eight SQLi detectionmodels.
The models using contextualized embedding (RoBERTa) exhibit
consistent performance, achieving accuracy above 99%, with the
highest accuracy of 99.61% attained by logistic regression. It is
possible to still pushing the performance higher by tuning the
hyperparameters or increasing the model complexity of the multi-
layer perceptron and random forest models. Since all models already
achieve accuracy above 99%, we decided not to focus on pushing the
accuracy further, as it would not yield substantial practical gains.

On the other hand, the table reveals significant disparities in
the performance of the BoW embedding (CountVectorizer) mod-
els. While the multi-layer perceptron model achieves above 99%
accuracy, other models show considerable variation. For instance,
the random forest model achieves only 67.62% accuracy, barely sur-
passing random guessing. Precision and recall scores highlight that

the random forest model is heavily biased towards negative classes.
We attribute this performance drop to the large BoW embedding
space size, which drastically increases computation requirements
and necessitates more complex models for effective classification.

Another drawback of the BoW embedding is the large embed-
ding space increases the training time complexity dramatically. For
instance, it only takes 6 seconds to train a multilayer perceptron
model using contextualized embedding for 10 epochs. However,
the time increases over 31 times when training a multilayer per-
ceptron model to achieve a similar performance using the BoW
embedding. In addition, the large embedding space also requests
a unanimous amount of computational power and high memory
consumption. In fact, the training of logistic regression and KNN
cannot be completed due to the high memory consumption

3.5 Neural Network Calibration
Recent advances in deep neural networks have had a profound
impact on numerous research domains, such as [30, 44]. While re-
searchers continuously strive to achieve higher classification model
performance, uncertainty quantification is often overlooked. Never-
theless, quantifying uncertainty in neural networks is crucial since
they are often overconfidence in their prediction [7, 16, 27], which is
known as miscalibration that may lead to significant consequences
in the real-world [10, 13].

Figure 3 shows the reliability diagrams of the CountVectorizer
trained model (left), the RoBERTa trained model (middle), and the
direct comparison of the two models (right). Ideally, all the bins in
a reliability diagram should align on the diagonal line, indicating
perfect calibration. While none of the models achieve perfect cali-
bration, the model trained with CountVectorizer performs worse
than the RoBERTa model. Specifically, it severely underestimates
the probabilities of samples falling within the median probability
bins (i.e., bins of 0.5 and 0.6).

To quantify the calibration performance, we computed the mean
calibration error, which is the mean differences between the bins
and the diagonal line for each diagram. The results show that the
RoBERTa trained model has a mean calibration error of 0.1664,
while the CountVectorizer trained model has a mean calibration
error of 0.1925, which is about 16% higher than its counterpart.
Both the reliability diagrams and mean calibration error indicate
that the RoBERTa model achieves better calibration compared to
the CountVectorizer model.

4 DISCUSSION AND CONCLUSION
In this study, we compared the performance of SQL injection (SQLi)
detection models using both contextualized and non-contextualized
word embeddings. Specifically, we utilized the RoBERTa model
as our contextualized embedding method and the Bag-of-Words
as our non-contextualized method, training eight machine learn-
ing detection models. The results demonstrated the superiority of
RoBERTa, achieving consistent performance with accuracy above
99% across various classification algorithms, while significantly
reducing model training time by 31 times.

The analysis of the reliability diagrams further revealed that
RoBERTa’s contextualized embeddings provided better calibration
compared to CountVectorizer’s embeddings. The RoBERTa trained
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Table 4: Model Performance Across Different Classification Algorithms and Embedding Methods

Embedding Method ML Model Accuracy F1 Score Precision Recall Training Time

CountVectorizer

Multilayer Perceptron 0.9907 0.9870 0.9891 0.9850 194
Random Forest 0.6762 0.1510 1.0000 0.0817 211

Logistic Regression Models are not trainable due to high memory consumption.K-Nearest Neighbor

RoBERTa

Multilayer Perceptron 0.9907 0.9870 0.9901 0.9840 6
Random Forest 0.9801 0.9712 0.9923 0.9509 59

Logistic Regression 0.9961 0.9944 0.9979 0.9909 8
K-Nearest Neighbor 0.9965 0.9950 0.9982 0.9918 40

Figure 3: ReliabilityDiagrams of theMultilayer PerceptionModelswithCountVectorizer Embedding (Left), RoBERTaEmbedding
(Middle), and a Direct Comparison (Right)

model exhibited closer alignment of the reliability diagram bins to
the diagonal line, indicating more accurate probability predictions.

Our findings emphasize the importance of contextualized word
embeddings, such as RoBERTa, in enhancing the performance and
reliability of SQLi detection models. RoBERTa’s ability to capture
contextual information allows it to effectively handle nuances
in word meaning and disambiguate polysemous words, leading
to higher accuracy and better calibration compared to the non-
contextualized CountVectorizer.

However, we acknowledge that the time complexity evaluated in
this study focuses solely on model training and does not consider
the pre-training process of the contextualized embedding method.
Additionally, due to RoBERTa’s larger model size, its embedding
process may require more computational resources than Bag-of-
Words.

In future work, it would be beneficial to explore methods that
mitigate the computational overhead of contextualized embeddings,
making them more feasible for practical applications. Furthermore,
investigating other state-of-the-art contextualized embedding tech-
niques and their impact on the performance and calibration of SQLi
detection models could provide valuable insights.

Overall, this study contributes to our understanding of the role
of word embeddings in SQLi detection and underscores the signifi-
cance of considering both accuracy and uncertainty quantification
when designing automated decision-making systems.
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